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ABSTRACT
Improving the cooling efficiency of servers has become an

essential requirement in data centers today as the power used to
cool the servers has become an increasingly large component of
the total power usage. Unfortunately, most previous approaches
have individually focused on reducing either the server power
or the power used by the fans to cool the servers. This pa-
per presents Zephyr, a systems approach to managing fan power
that combines conventional server power optimizations with fan
power management to optimize overall energy efficiency. By
combining distributed system design with concepts from heat
transfer theory, Zephyr can reduce cooling power by up to 21%
when compared to a feedback-based controller and up to 30%
when combined with cooling-aware workload migration poli-
cies. Overall, the combined Zephyr system can reduce total sys-
tem power by up to 29% without impacting application perfor-
mance.

1 Introduction
Power consumption is a critical issue in the design and op-

eration of enterprise servers and data centers today. For 2006,
the Environmental Protection Agency (EPA) reported that 60 bil-
lion kWh, or 1.5% of the total U.S.A. electricity consumption,
was used to power data centers [1]. This is expected to rise to
100 billion kWh by 2012. In response to this problem, there
have been several studies on server and cluster power manage-

ment [2, 3, 4, 5, 6, 7, 8, 9, 10]. However, server power is only
one component of the total power consumed by a data center.
The other significant component is power consumed by cooling
equipment (e.g., fans, computer room air conditioners). Several
studies [11, 12] have shown that every 1W of power used to oper-
ate a server often requires an additional 0.5-1W of power, needed
by the cooling equipment, to extract the heat at the data center
level. For a large data center (e.g., 30,000 square feet, 10MW),
the yearly electricity costs for cooling can reach millions of dol-
lars [12]. The same trends are applicable at the individual server
level. In particular, with increasingly dense compute infrastruc-
tures, such as blade servers, and more powerful processors, the
server fans can often consume a significant amount of power.
Peak power usage by fans can be as high as 2000W, compris-
ing 23% of the typical system power. While a few studies have
examined cooling power, they have mainly examined data cen-
ter level issues [13, 14, 15, 16, 12] or have looked at server and
cooling power as two separate aspects of the problem.

In contrast, this paper presents Zephyr, a model-based sys-
tems approach to managing fan power in servers that combines
conventional server power optimization with fan power control
to optimize overall energy efficiency. We believe this is the first
work to study such a model-based approach to unified power and
cooling management of servers. Zephyr uses a unique model-
based fan controller to manage the distribution of cooling re-
sources according to the needs of individual components in an
enclosure [17]. Models are built that can determine the individ-
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ual and collective impact of multiple actuators, including adjust-
ing fan speeds, using Dynamic Voltage and Frequency Scaling
(DVFS) or P-states [18, 3], and turning on/off servers [19], on
a server’s temperature. Zephyr also uses live Virtual Machine
(VM) migration [20] to reduce the number of active servers and
to place workloads in cooling-efficient regions of a blade en-
closure. As such, Zephyr uses a multiplicity of cooling and
workload management actuators to minimize overall enclosure
power consumption while meeting application performance re-
quirements.

The rest of this paper is organized as follows: Section 2
provides a background into the bladed servers used to evaluate
Zephyr and introduces various means for workload and power
management in servers that Zephyr exploits. Section 3 de-
scribes the overall design of Zephyr while section 4 discuss the
three controllers used to manage resources. Finally, compared
to previous studies on power and cooling, Section 5 quantifies
Zephyr’s benefits through a real prototype that works with com-
mercial, off-the-shelf hardware. We measure both power sav-
ings and impact on application performance with workload traces
gathered from real data centers. The results show that, without
impacting performance, Zephyr’s unified model-based approach
can reduce cooling power by up to 21% when compared to a
feedback-based controller and up to 30% when combined with
cooling-aware workload migration policies. Overall, the com-
bined Zephyr system can reduce total system power by up to 29%
without impacting application performance.

2 Background
We begin this section with background on blade servers, a

system that can benefit greatly from Zephyr, and also cover re-
lated work in the areas of virtualization and power and cooling.

2.1 Blade Servers
There has been a rapid growth in the use of blade servers, or

simply blades, in data centers in recent years [21]. Commercially
available blade systems include HP C-Class blades, IBM Blade-
Center, and Dell PowerEdge blade servers. A survey of 166 data
center operators [22] showed that 76% of operators were using
blade servers within their data centers, with a further 14% hav-
ing plans to deploy them in the near future. The faster growth
of blade servers in the overall server market is being driven by
their compact design, their high density in terms of compute and
storage capacity, and their lower management costs.

Figure 1 illustrates an example of a typical HP blade enclo-
sure. It has a total of sixteen blades in the front, eight on the
top and eight on the bottom. The blades are cooled by a total
of ten fans in the back, five on the top and five on the bottom.
The airflow generated by the fans is pulled through the blades
towards the back of the enclosure with each fan contributing to

Figure 1. Enclosure Design

the blade-level airflow rate. While Zephyr is not limited to use in
blade enclosures, the blade environment provides a challenge for
model-based techniques due to the complex interaction of multi-
ple variables and is therefore a suitable environment for Zephyr
development and validation.

2.2 Virtualization in the Data Center
While virtualization is an old technology [23], its use has

experienced a resurgence within data centers in the last few
years, especially due to the availability of Virtual Machine Mon-
itors (VMMs) from companies such as VMware, Citrix, and Mi-
crosoft, and hardware support found in Intel and AMD proces-
sors.

The biggest driver behind this transformation is consolida-
tion. It is estimated that the average resource utilization in data
centers ranges between 5–20% [24]. This allows operators to
use virtualization to reduce the number of physical machines in
their data centers. Apart from raising the per-server utilization,
this consolidation also reduces power, floor space, cooling, and
management costs. The use of VMs also provides other features
such as security, performance, and fault isolation. Due to these
reasons, IDC estimated that almost 75% of large organizations
(> 10,000 employees) were using server virtualization in their
IT infrastructure in 2006 and predicted that 44% of servers being
deployed by 2010 will be encapsulated within a VM [25].

Virtualization is also a key technology behind the growth
of utility computing services such as virtual clusters [26, 27],
Amazon’s EC2 [24], and grid-based clusters [28]. VMMs have
been shown to be extremely useful in these environments as
live VM migration [20, 29] allows for autonomic management
of resources [30, 31] in order to meet application performance
goals [32] and even allows for high-availability [33] that was tra-
ditionally only available through customized hardware or soft-
ware. In Zephyr, the same VM migration mechanism used by
the above systems is leveraged to help optimize both power and
cooling usage simultaneously in a blade enclosure.
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Figure 2. Zephyr Control System

2.3 Power and Cooling
There have been several studies on server and cluster power

management. These studies have proposed solutions that en-
able the power consumed to track the resource demands of the
application to reduce server electricity costs. The techniques
used include low-power states (e.g., sleep and hibernate modes,
DVFS [3, 5, 6, 34, 8]) and on/off states [2] at the local server
level, and resource redirection [4, 7, 9] and task scheduling [26]
at the cluster level. Of these studies, Chen et al. [34] also for-
mally address the dynamic optimization problem of server provi-
sioning and frequency control to reduce power while minimizing
SLA violations. More recent work has examined approaches for
power management for virtual machines. The VirtualPower [35]
system explored exposing virtual P-states to VMs to guide ac-
tual changes in the underlying hardware while Stoess et al. [36]
have proposed an energy management framework for VMs. Heo
et al. [19] studied the potential conflict between a DVFS adapta-
tion policy and a server on/off policy in a server farm when they
are not coordinated. Raghavendra et al. [8] studied the interac-
tion between multiple power management controllers at different
levels of a data center.

Similarly, several studies have examined the cooling power,
mainly at the data center level [13, 14, 15, 16, 12]. These include
techniques to change workload placement to reduce air condi-
tioning costs [16], as well as techniques to dynamically vary air
flows to specific locations to improve cooling efficiency [12].

Zephyr is unique from these studies in its model-based tech-
niques for fan power control, as well as its unified approach to
power and cooling management for bladed environments.

3 Design and Implementation
Zephyr’s goal is to minimize the total energy consumption

by both the servers and the fans of a blade enclosure. Figure 2
illustrates the key components of the Zephyr control system, in-
cluding the objective function and the constraints, the measure-
ments and the actuators used, and the models needed.

Objective function and constraints: For an enclosure with I
fans and J blades, Zephyr aims to minimize the total power con-
sumed, i.e.,

min

(
∑

i
PFi +∑

j
PB j

)
, (1)

where PFi is the power consumed by fan i (i = 1, . . . , I), and PB j

is the power consumed by blade j ( j = 1, . . . ,J).
In addition, Zephyr ensures that the following two require-

ments are satisfied:

Thermal safety requirement: The temperature of each
blade, Tj, should be maintained below Tre f , a reference
threshold that depends on the tolerance level of the elec-
tronic components, i.e.,

Tj ≤ Tre f , for any blade j. (2)

We currently use CPU temperature (TCPU j ) as a proxy for
Tj but could also include other sensors such as those that
measure memory or motherboard temperatures.
Application performance requirement: Reducing power
by aggressively tuning P-states or consolidating workloads
may adversely affect application performance by creating
resource bottlenecks on a server. To prevent this, the re-
source utilization level of each blade, Util j, needs to be kept
below a threshold, i.e.,

Util j ≤Utilre f , for any blade j. (3)

In this paper, we use CPU utilization, measured as a per-
centage of total CPU capacity, as a proxy for server resource uti-
lization and never over-commit memory. It should be straightfor-
ward to extend our system later to include other resources such
as the network [32].

The above objective function (Equation 1) and constraints
(Equations 2-3) together define an optimization problem. The
time-varying and sometimes unpredictable nature of application
demands requires that this optimization problem be solved at
runtime. Zephyr therefore uses real-time measurements for tem-
perature and resource utilization and adjusts its actuators dynam-
ically to optimize the total power consumption.

The design of Zephyr includes the following components:
Measurements and Actuators: The current utilization and tem-
perature information is available to the controllers from vari-
ous software and hardware sensors located on a blade. Zephyr
uses the following actuators to control power usage: processor
P-states, fan speeds, workload placement through live VM mi-
gration, and blade on/off states. Manipulating these actuators
will affect the power consumption of the blades and/or the fans
as well as the temperature and utilization of the blades.
Controllers: Designing a single controller that can simultane-
ously utilize all the above actuators is challenging because dif-
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ferent actuators work at different time scales and can be imple-
mented across hardware and software. For example, while P-
states can change every second, VM migrations may only happen
every few minutes or even hours. In addition, fan control may be
embedded in hardware whereas P-state control can be done in
either hardware or software. Therefore, Zephyr uses a federa-
tion of three different controllers instead of a single controller.
A fan controller (FC) adjusts the fan speeds periodically to min-
imize fan power while satisfying the thermal safety requirement
in Equation 2. A group controller (GC) dynamically reassigns
individual workloads to blades using live VM migration. Each
blade also includes an efficiency controller (EC) that adjusts its
processor P-state (and thus capacity available and power con-
sumed) to match the resource demands of its workloads. The
controllers and the challenges in their design and implementa-
tion are described in greater detail in Section 4.
Models: To solve the optimization problem defined in Equa-
tions 1-3, the controllers need models to determine the impact
of actuator changes on the objective function and the constraints.
For example, the FC requires models correlating fan speed and
resource utilization with both fan power and blade temperature.
The same set of models are needed by the GC, in addition to the
models for predicting blade power for given workload placement.
These models, described in greater detail elsewhere [17], sum-
marize complex relationships between multiple variables and are
often nonlinear.

4 Controllers
As mentioned earlier, Zephyr employs a federation of mul-

tiple controllers instead of a single unified controller to mini-
mize the total power consumption of the blades and the fans in
an enclosure. This is primarily because the actuators work at
very different timescales ranging from milliseconds to minutes or
even hours. Furthermore, system designers typically embed con-
trollers like the FC in hardware. In this section, we first briefly
describe some of the challenges in designing the controllers, and
then present the design and implementation of Zephyr’s three
controllers.

4.1 Challenges
We faced the following three key technical challenges in the

controller design. First, the control and optimization problems
became more complex due to the presence of nonlinear relation-
ships. For example, the cubic function that relates fan power to
fan speed precluded the use of efficient optimization techniques
such as linear programming. Furthermore, the nonlinearity also
prevented us from using the large body of well established con-
trol techniques for linear systems.

Second, while some actuators have discrete values such as
workload placement, others, like fan speeds, are continuous-

valued. This created a heterogeneous search space for the op-
timization problem such that it cannot be solved using conven-
tional optimization techniques such as Lagrange multipliers.

Finally, zonal variations and complex interdependencies ex-
ist between the fans and the blades. Building a controller for
such a multiple-input multiple-output (MIMO) system implies
that one cannot optimally control the temperature of an individ-
ual blade without considering the impact on the other blades sur-
rounding it.

4.2 Fan Controller
The fan controller (FC) periodically adjusts the fan speeds in

order to minimize the total fan power while satisfying the cooling
requirements of all the blades. Since the fans are shared among
the blades, the controller needs to consider all the fans and the
blades simultaneously. By formulating this as a convex optimiza-
tion problem, the fan controller computes optimal fan speeds for
every control interval. A complete description of the controller
can be found in our earlier paper [17].

4.3 Group Controller
The group controller (GC) operates at the highest level in

Zephyr’s control architecture and aims to minimize the power
consumption of the entire enclosure. For a given set of workload
demands, it addresses the problem of workload placement onto
the blades such that the total blade and fan power consumed is
minimized without violating any constraints. The GC plays a
critical role since the workload placement it generates is used as
a starting point for finer grain control and optimization by the fan
and the efficiency controllers.

The GC takes four sets of inputs: (1) workload demand, (2)
blade utilization, (3) current VM-to-blade assignment, and (4)
blade ambient temperatures. As each workload is hosted within a
VM, the demand is available as the utilization of individual VMs.
The main actuator available to the GC is VM migration, that is,
dynamic assignment of VMs to blades. Depending on its config-
uration, the GC can also, based on the demand, turn blades on or
off. All idle blades that have no resident VMs can be powered
off and they will be powered back on as the demand increases.
While turning machines on and off has been previously cited as a
reliability concern [34], this should not affect newer server-class
machines or their internal storage systems during their normal
lifetime.

Using workload placement, the GC solves the optimization
problem defined in Equations 1-3 in the beginning of Section 3.
However, this optimization problem is much harder than that for
the fan controller. Since a VM must migrate atomically, the gran-
ularity of changes in utilization depends on the utilization levels
of the VMs. The constraints are more complex as well due to the
atomic migration operation. These differences make the problem
intractable using conventional optimization techniques.
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Simulated annealing was therefore chosen to solve the opti-
mization problem in the GC. It is a randomized search algorithm
for optimization in large search spaces. In particular, it is useful
for searching discrete spaces and is less likely to get stuck at a
local minimum [37]. While it is possible that other similar search
techniques may be as effective, simulated annealing has worked
well for us in practice. The simulated annealing algorithm re-
quires generation and comparison of feasible candidate solutions
to move towards a better solution. In order to narrow the search
space and increase the probability of generating a better solu-
tion candidate, a heuristic function is used to choose assignments
onto blades that have lower inlet temperatures. In order to com-
pare two candidate assignments, both blade power and fan power
need to be computed. While blade power is easily computed
from the utilization values, computation of fan power requires
determining the optimal fan speed settings for that assignment.
This becomes an optimization problem in itself, similar to the
one solved in the fan controller. However, since the GC operates
over a coarser time scale, a simpler, steady-state thermal model is
used. Again, this is a convex optimization problem that is solved
using cvxopt [38].

Although the main objective is to minimize power, if mul-
tiple assignments exist with equal power cost, the one with the
minimum number of VM migrations is chosen to reduce over-
head. In addition, the GC algorithm places an upper bound on
the number of VM migrations allowed in an assignment when
generating candidate solutions.

Ideally, the control interval of the GC should be shorter than
the rate at which the workload demand changes. However, due to
the overheads associated with VM migration and turning blades
on and off, it will be inefficient to use a small time scale, say sec-
onds. While our prototype uses a control interval of ten minutes
for the GC, the techniques would work equally well with longer
intervals. It should be noted that extending the GC to include
scenarios where network or memory pressure is a concern [32]
would be straightforward.

4.4 Efficiency Controller
The efficiency controller (EC) is very similar to the OnDe-

mand governor [39] found in Linux. The EC is a purely local
controller and adjusts the processor’s voltage and frequency such
that the utilization for the given P-state is never higher than 80%.
In overloaded conditions, the EC fixes P-state to the highest fre-
quency. While the EC can be run at sub-second granularity, its
control interval was set to one second in our prototype.

4.5 Integral Fan Controller
To compare the performance of the Fan Controller, we de-

signed the Integral Fan Controller (IFC). Unlike the predictive
FC, the IFC is a reactive controller that increases or decreases the
fan speeds based on the error between the temperature reference

Storage Array
Server Blades

SAN

Server Temp. and
Power Data

Onboard 
Administrator

Fa
ns

Controller

Fan 
Control Data Collection

and Fan Control

Utilization Data
and VM Migration

Fan Power
Data

The dashed lines above represent sensor data and control flow.
Figure 3. Experimental Setup

and current measurement. As the IFC has also been described
earlier [17], we omit a detailed description here but would like to
note that this controller is similar to commercial controllers used
in industry today.

5 Evaluation
We have evaluated Zephyr in a real data center. However,

while this setup allowed us to gather realistic results, the fact that
this facility also hosted services belonging to other groups pre-
vented us from exploring different scenarios such as operation at
elevated inlet temperature - a practice gaining attention due to its
impact on reducing energy consumption at the data center level.
Similarly, without access to larger number of servers, it was diffi-
cult to quantify Zephyr’s effectiveness on different hardware. In
this paper, we therefore present results from both our real testbed
and our simulator and describe their configurations below.

5.1 Hardware Setup
For our data center experiments, we used an HP c7000

BladeSystem enclosure, shown in Figure 3, with 16 ProLiant
BL465c server blades and 10 fans. As shown in Figure 1, the
blades and fans within this enclosure are equally divided into
two rows. Each blade is equipped with 16 GB of RAM and
two AMD 2216 HE processors with two cores each. Each pro-
cessor has 5 P-states corresponding to frequencies of 2.4 GHz,
2.2 GHz, 2.0 GHz, 1.8 GHz, and 1.0 GHz. Each blade also has
two 72 GB 10,000 RPM SAS disks in a RAID-1 configuration.
However, the local drives are only used for the administrative
domain. To provide shared storage for the VMs, each blade uses
QLogic QMH2462 Fibre Channel adapters to connect to a HP
EVA 8000 storage array over a 2 Gbit/s FC connection.

The blades used come with seven pre-installed temperature
sensors each. Three sensors are located in the CPU region, two
for the memory regions, one near the front to measure the inlet
air temperature, and one that measures the motherboard temper-
ature. The enclosure also contains an Onboard Administrator
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(OA), an embedded module running Linux, that provides inte-
grated enclosure management. The OA allows us to record all
the temperature readings as well as the power used by the entire
enclosure and each individual fan. It also allows us to control the
speed of individual fans between 3,000 and 18,000 RPM.

While we used Xen 3.2.1 [40] as the Virtual Machine Mon-
itor (VMM), the techniques described in this paper would work
equally well with any other VMM implementation, including
VMware, that includes support for live VM migration [20, 29].
Xen’s administrative domain used Ubuntu 7.10 as the operating
system and the 2.6.18.8-xen para-virtualized Linux kernel. All
VMs were configured with 1 GB RAM, a 4.4 GB virtual hard
drive, two Virtual CPUs, and ran the Fedora Core 8 OS with
the 2.6.18.8-xen para-virtualized Linux kernel. 64 VMs were
used with the traces described below in Section 5.3. We set
Utilre f = 75% for all experiments. While the enclosure can han-
dle higher temperatures, we set Tre f = 65C and the minimum fan
speed to 4,000 RPM to ensure equipment safety while conduct-
ing our experiments. For our experiments, we determine that
the equipment has reached thermal overload if the temperature
reaches 70C.

5.2 Simulation Setup
For accurate simulation, we started with the previously vali-

dated power and temperature models for the blades and fans that
captured the computing and thermal properties of a blade system.
The controllers for the simulated fans and blades, in fact, used
most of the real system’s code. Using the simulator, we were
able to evaluate the sensitivity of the power and performance re-
sults with respect to the parameters we are interested in. For
instance, an increase of 15C for each ambient temperature sen-
sor can model a significantly warmer data center, or a change in a
blade’s physical configuration that exposes components to higher
temperatures.

The accuracy of this simulator was verified by running the
IT workload traces, described below, on the real hardware run-
ning Zephyr and recording both the system input (inlet air tem-
perature, blade utilization, etc.) and output (fan power, enclosure
power, CPU temperature, etc.). The input was then replayed for
the simulator and the simulator output was compared to the sys-
tem output. In most cases, the resulting difference between the
two systems was less than 3% with a slightly higher difference
when the Zephyr On/Off simulation picked a different consoli-
dation solution than the real experiment.

We then used the simulator to model a number of differ-
ent experimental configurations and we present the scenario that
models a warmer data center in this paper. We used the inlet
temperature traces gathered from our real experiments [17] and
increased the readings by 15C (Tamb+ = 15C) for the simula-
tor. For this scenario, we also model 13 different servers, shown
in Table 1, as measured by their idle and peak power. Server

Server # Pidle Pmax Server # Pidle Pmax

1 171 239 8 86 120
2 0 34 9 86 154
3 0 68 10 86 190
4 0 102 11 86 222
5 0 136 12 86 256
6 0 170 13 86 290
7 0 204

Table 1. Simulated Server Properties

1 represents the real hardware used in our data center exper-
iments. Servers 2–7 represent theoretical energy-proportional
systems that are characterized by a negligible power draw when
idle (Pidle = 0) [41]. The remaining servers represent a more
practical system where new manufacturing techniques have re-
duced the power consumed when idle but have possibly higher
power usage due to an increase in the number of sockets or cores
found in the system. This range of servers are meant to broadly
represent future platforms including the use of low-power or em-
bedded processors, a shift to more energy-efficient servers, and
scale-up servers being used for workload consolidation.

5.3 Benchmarks
To obtain a realistic estimate of the possible savings of our

system, we used traces gathered from 64 servers in real data cen-
ters. These traces have also been previously used to evaluate the
power-efficiency of data center servers [42]. The traces, called
the IT Workload in the rest of the evaluation, were gathered from
servers running e-commerce and database workloads and are rep-
resentative of a traditional IT environment found in large corpo-
rations. An analysis showed that 80% of the traces had an aver-
age utilization lower than 24%. While this low utilization is sim-
ilar to other data center environments [24], it does not mean that
the resource usage is uniform over the entire time period. Our
analysis of the traces showed that not only were they bursty, but
they also exhibited periodicity. While the traces were gathered
over a period of a number of days, in the interests of time, our
experiments used a representative four hour-long segment from
the busy periods.

5.4 Trace Replay
We used gamut [43], a tool used by other researchers to mea-

sure performance in a VM [26], to replay the traces. Gamut mea-
sures performance in units of work performed per second. Note
that if the CPU is overloaded during trace replay, gamut does
not allow work between different time intervals to overlap but
instead allows time to dilate beyond the specified amount. For
example, if a trace indicates that 75% of CPU resources should
be consumed during the first five seconds, gamut will translate
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this requirement into units of work and, in overload conditions,
it will wait for the given amount of work to be completed instead
of simply starting the next portion of the trace after five seconds.
Only after completion of the specified units of work will it move
on to the next time interval. This behavior captures the overheads
of our system. As the total amount of work to be done is fixed by
the trace, the increased time taken in overload conditions or due
to the overhead of VM migration will result in a reduced number
of units of work that can be performed per second.

We were unable to replay disk or network activity because
our traces did not include enough information (such as individ-
ual network connections or disk requests) to faithfully recreate
the original workload. However, we believe that this absence did
not significantly change our results. First, all VMs were stored
on a SAN and virtual disk activity would not impact power us-
age at the enclosure level. In this scenario, other complementary
techniques [44, 45] could be applied to reduce SAN power us-
age. Second, the power usage of most network ports tends to be
independent of the network utilization [46]. Also, any increased
CPU utilization due to I/O overhead in virtualized systems would
be automatically included in the power model.

5.5 Experimental Methodology
The evaluation of Zephyr aims to answer two main ques-

tions. First, what power savings are possible from using Zephyr?
Second, what is the impact of the controllers on performance?

To answer the first question and to individually quantify the
power benefits from each part of our system, we used the above
traces in five different configurations. The EC was used in all
of these configurations. All 64 VMs were distributed over the
blades in the same round-robin manner at the beginning of each
experiment. All power results are the average over a four hour
duration with measurements recorded every 10 seconds.

Static: Apart from the efficiency controller, a Static Fan
Controller (SFC) was used to set the fans to a speed where,
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even under maximum load, the blade temperatures could not
exceed Tre f . We experimentally determined this to be 12,500
RPM for our hardware setup. The SFC is based on fan con-
trollers found in prior generations of hardware.
Integral: Apart from the efficiency controller, the integral
fan controller (IFC) was used to control the fan speeds. No
VM consolidation was performed.
Predictive: Apart from the efficiency controller, Zephyr’s
predictive fan controller (FC) was used to control the fan
speeds.
Zephyr: In addition to Zephyr’s fan controller and effi-
ciency controller, the group controller (GC) was used to
place workloads in cooling-efficient portions of the enclo-
sure but did not turn idle blades off.
Zephyr On/Off: While Zephyr’s fan, efficiency, and group
controllers are all used, the GC was able to turn blades on or
off in response to changes in demand.

To answer the second question about performance and to
provide a performance baseline to compare Zephyr against, we
also ran the workloads in two different “vanilla” configurations
without any controllers. In the Isolated configuration, each trace
was individually run in its VM on a blade with no other co-
located workloads. In the Co-located configuration, all traces
were simultaneously run in their VMs with an identical VM
placement to that of the above five configurations. As we saw
no performance difference between the two, because of the low
average utilization of the traces, we use the co-located perfor-
mance results as the baseline.

5.6 Data Center Results
Figure 4 shows the fan power savings obtained from using

the different controllers. Without workload consolidation, we
observe that Zephyr’s FC, when compared to the static baseline
(SFC), can reduce fan power usage by 74%. However, the SFC
is a naı̈ve baseline and is only shown in this figure to give an
estimate of the maximum power that could be used. A more rep-
resentative comparison is that of Zephyr’s FC with the Integral
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controller (IFC). As seen in the figure, Zephyr’s FC can reduce
the IFC’s power usage by 21%.Overall, more power was con-
sumed by the IFC as the fans under its control were driven to
higher speeds than those of the FC. Unlike the IFC, where the
fans in the same row run at the same speed, the FC varies the
fan speeds with a much finer granularity and is able to provide
“on-demand” cooling to the blades.

Once Zephyr’s GC was allowed to move workloads to more
cooling-efficient regions of the enclosure, we see that the FC was
able to further reduce fan power usage by 30% when compared
to the IFC. In the Zephyr On/Off case, where the GC is allowed
to turn idle machines off, the fan power consumed actually rises
when compared to the above scenarios. This occurs because
consolidation causes the average utilization to increase and the
consequent temperatures rise in the active blades requires an in-
crease in fan speeds. This behavior is still desirable because, as
shown later in Figure 5, the savings from turning blades off out-
weighs the increase in cooling costs for the current system. Note
that, if evenly distributing load had been more power-efficient
than consolidation, the GC would have consolidated less aggres-
sively. However, even with consolidation, Zephyr’s FC can re-
duce the fan power consumed by the IFC by 17%. In all of our
experiments, the thermal overload temperature (70C) was never
reached and the average CPU temperature was below Tre f (65C).

The power usage of the enclosure in all its different config-
urations is shown in Figure 5. Apart from the power consumed
by the blades and the fans, the figure also includes the power
used by the enclosure’s networking and SAN switches, and the
OA. Without consolidation, the power between the SFC and the
IFC and Predictive FC configurations differs mainly due to the
power usage of the different cooling controllers. Even though
the Predictive FC and Zephyr configurations showed wins for fan
power, the total enclosure power when compared with the IFC is
within 1% of each other for both workloads as the fan power was
a very small fraction of total power when all the servers were
on. However, we believe this result to be more of an artifact
of our current experimental system and data center environment
rather than a measure of Zephyr’s effectiveness at the enclosure
level. As shown later in Section 5.7, Zephyr’s predictive fan con-
troller and cooling-aware GC can show higher savings in terms
of total enclosure power when used in warmer data centers or on
hardware with different power characteristics. Finally, once the
Zephyr On/Off configuration is introduced, it can rapidly consol-
idate workloads and turn idle machines off. For example, when
compared to the FC configuration, Zephyr On/Off can reduce
power usage by 23% for the IT workload.

5.7 Simulation Results
The results for our 13 simulated servers, described in Ta-

ble 1, running in a warmer data center where the ambient tem-
perature has been raised by 15C are presented in Figure 6. Fig-

ure 6 (a) and (b) presents the power used and temperature vi-
olations results for the Predictive, Zephyr, and Zephyr On/Off
systems. The power and temperature violations for these three
systems is compared to the IFC over the simulated four hour run.
Note that each bar in Figure 6 (a) represents the power usage of
the entire enclosure and includes both servers and fans. Each
bar is broken up into two colors that show the fraction of sav-
ings derived from each component (servers or fans). Each bar in
Figure 6 (b) represents the reduction in violations measured as a
fraction of the total number of readings

(
Violnew−Violold
TotalReadings

)
.

If we only compare the power used by Zephyr’s Predictive
FC to the IFC, we see from Figure 6 (a) that the power used by
the FC is lower in most cases with the exceptions of the server 1,
12, and 13 cases. The reason for the increased power usage can
be seen in Figure 6 (b) as the FC has less temperature violations
than the IFC. Therefore, the increased power usage is due to
improved correctness.

When comparing Zephyr’s predictive FC and its GC that can
place workloads in cooling efficient regions of the enclosure, la-
beled Zephyr in the figure, to the IFC, we see a reduction in total
system power up to 17% and this is entirely due to the fans1. Fur-
ther, by looking at Figure 6 (b), we see that this is accompanied
by reductions in violations of up to 7%. The two cases where we
see an increase of violations (servers 9 and 10) can be treated as
noise as it is less than 0.1%.

Finally, when we allow Zephyr to turn machines on or off in
response to total load, labelled Zephyr On/Off in the figure, we
see even higher savings of ∼24%. By examining the different
servers, we can also see the relation between a server’s power
model and the amount of savings possible through consolidation
vs. cooling. Once again, these savings are obtaining with no
significant increase in temperature violations and a significant
reduction in some cases.

5.8 Performance Results
To examine Zephyr’s impact on performance, measured in

terms of gamut units of work done per second, we compared it
to the Co-located performance baseline described in Section 5.5.
Overall, for both the real hardware and simulated cases, Zephyr
has a small, and almost negligible impact on performance. As
performance is not impacted by fan speeds, the performance for
both workloads with the SFC, IFC, and FC controllers was iden-
tical to the baseline. Even with the GC configuration turning ma-
chines on and off, Zephyr’s impact on performance, compared
to the baseline, was between 0–2% as live migration is very ef-
ficient [20]. A detailed description of these results is therefore
omitted here in the interests of brevity.

1There is a small server power saving (<1%) in a few cases where the slight
performance loss during migration manifests itself as power savings.
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(a) Power Savings from Servers (Blue) and Fans (Red) (Tamb+=15)
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Figure 6. Simulation Results with Tamb+ = 15C

6 Conclusion
This paper has presented Zephyr, a unified power and cool-

ing management system for blade servers that addresses overall
power efficiency including the power consumed for cooling. Our
work combines system design and virtualization with fundamen-
tal concepts from heat transfer theory to develop powerful mod-
els and controllers, and our results, based on a full prototype im-
plementation exercised by real-world enterprise traces, demon-
strate significant benefits (up to 30% improvement in cooling
power usage and 29% enclosure power reductions). Overall, as
power management continues to increase in importance for en-
terprise environments, we believe our approach has significant
promise and will likely be a critical part of future solutions.
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