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ABSTRACT

Data center availability is critical considering the explosive
growth in Internet services and people’s dependence on them.
Furthermore, in recent years, sustainability has become important.
However, data center designers have little information on the
sustainability impact of data center availability architectures. In
this paper, we present an approach to estimate the sustainability
impact of such architectures. Availability is computed using
Stochastic Petri Net (SPN) models while an exergy-based life-
cycle assessment (LCA) approach is used for quantifying
sustainability impact. The approach is demonstrated on real life
data center power infrastructure architectures. Five different
architectures are considered and initial results show that
quantification of sustainability impact provides important
information to a data center designer in evaluating availability
architecture choices.

Categories and Subject Descriptors: C.4 [Performance of
Systems]: Design studies, Modeling techniques, Reliability,
availability, and serviceability.

General Terms: Measurement, Design, Economics, Reliability.

Keywords: Sustainability, availability, data center, power
infrastructure, stochastic Petri net, life-cycle assessment.

1. INTRODUCTION

In recent years, there has been a significant growth in the number,
size and power density of data centers. This has been fueled by
paradigms such as software as a service (SaaS), cloud computing
[1], and a whole gamut of Internet-based businesses, social
networking sites and multimedia applications and services. With
this growth, concern about the energy consumption and
environmental sustainability of data centers has also grown. In
fact, data centers in the U.S. consumed an estimated 61 billion
kilowatt-hours (kWh) of electricity (1.5% of total U.S.
consumption) in 2006 at the cost of $4.5 billion, and expected to
reach 100 billion kWh by 2011 [2]. These facts, in light of global
warming, depletion of fossil fuels and rising energy costs, have
brought sustainability of the IT infrastructure into sharp focus.

What do we mean by sustainability? In this context,
environmentally sustainable data centers are those that are built
using the least amount of the most appropriate materials and
consume the least amount of the most appropriate sources of
energy throughout their lifetime [25]. Life-cycle assessment
(LCA) techniques [S][7], further discussed in Section 4, aim to
implement this description of environmental sustainability.

Because of the increased dependence on Internet services, data
center availability assumes greater significance. For companies
that depend heavily on the Internet for their operations, service
outages can be very expensive, easily running into millions of
dollars per hour [3]. A widely used design principle in fault-
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tolerance is to introduce redundancy to enhance availability. This
allows use of inexpensive commodity components — having low
availability individually — to provide high availability as an
aggregate. This principle is widely practiced in the industry by
companies that use commodity hardware and redundant
architectures with software control to mask failures and increase
availability. However, since redundancy leads to additional use of
materials and energy, it is expected to have a negative impact on
sustainability.

At present, data center designers have little information for
quantitative evaluation of the sustainability impact of high-
availability architectures. In fact, two different data center
architectures with similar availability numbers may have very
different sustainability impact. In order to make comparisons
between different architectures and include sustainability
considerations in decision making, it is necessary to quantify the
sustainability impact of different design choices.

In this paper, we describe an approach to estimate both
availability and sustainability of data center architectures.
Availability is computed using stochastic Petri net (SPN) models
[4] while a life-cycle assessment (LCA) [5][7] approach is used
for quantifying sustainability impact. To demonstrate our
approach, we apply it to data center power infrastructure
architectures: we build availability models, estimate sustainability
and evaluate various trade-offs for five different power
infrastructure designs in a data center. For comparison, we also
compute the total cost of ownership (TCO) of the architectures,
which includes capital and operating expenses for their projected
lifespan. Note that although we selected the power infrastructure
for analysis in this paper, our approach applies equally well to any
data center equipment.

In particular, this paper makes the following contributions:

e To the best of our knowledge, this is the first work to
quantitatively consider the sustainability impact of
date center availability architectures.

e We estimate availability of five different power
infrastructure architectures of real data centers using
stochastic Petri nets. The approach also enables
estimating reliability, modeling active and passive
redundancy mechanism and maintenance impact on
dependability issues.

e Finally, we estimate the sustainability metrics
corresponding to the architectures and compare them
in terms of availability, sustainability and TCO.

2. DATA CENTER INFRASTRUCTURE

A data center essentially consists of three sub-systems, in addition
the building facility: (1) IT infrastructure, (2) power
infrastructure, and (3) cooling infrastructure.



2.1 IT Infrastructure

The IT infrastructure consists of three main components — servers,
networking equipment and storage devices. Server virtualization
software may be used for hardware resource sharing, workload
migration and consolidation. The storage devices (e.g. storage
arrays) are typically connected through a storage area network
(SAN). Servers may also connect to remote file systems on
Network Attached Storage (NAS) over Ethernet. The network
infrastructure is typically three-tier [15]: an access tier consisting
of layer-2 switches into which individual servers plug in, an
aggregation tier with layer 2-3 switches for connectivity within
the data center; and a core tier with layer-3 routers that connect
the data center to the Internet and the rest of the campus network.
Software services are organized in a multi-tier architecture [14]
with separate tiers for web servers, applications and database
servers.

2.2 Power Infrastructure

The power infrastructure [14] [17] is responsible for providing
uninterrupted, conditioned power at the correct voltage and
frequency to the IT equipment hosted in data center racks. From
the utility feed, typically, the power goes through step down
transformers, transfer switches, uninterruptible power supplies
(UPS), PDUs, and finally to rack power strips. For fault-tolerance,
many elements on the path of power are duplicated depending on
the data center tier [13]. The UPS condition power and provide
backup power in case of short outages. Generators or other local
power sources may be used for longer outages, or even for
satisfying a part of the total power demand on a regular basis.

2.3 Cooling Infrastructure

Virtually all of the power that is fed into the IT infrastructure is
transformed into heat. The data center cooling infrastructure is
responsible for extracting that heat to prevent the IT equipment
from overheating. Typically, multiple CRAC units transfer heat
dissipated by IT equipment to a chilled water distribution system.
Chillers extract heat from the chilled water system and reject it to
the environment through cooling towers or heat exchangers. The
cooling infrastructure may account for 10-50% of the total power
consumption of the data center [26].

3. AVAILABILITY MODELING

This section describes the modeling approach adopted for
quantifying system availability. The proposed modeling approach
using Stochastic Petri Nets (SPN) is generic enough to model a
wide variety of complex redundancy mechanisms and scenarios,
and, is applicable to any equipment in a data center. The
introduction of timing concepts into Petri Nets (PN) models were
proposed by Ramchandani [18]. Molloy [20] and Florin [19]
proposed PN models in which stochastic timing was considered.
These works opened the possibility of connecting PN theory and
stochastic modeling. Today, these models and their extensions are
generically named Stochastic Petri Nets (SPN) [22].

SPNs allow incorporation of dependencies between devices,
subsystems, complex active-redundant mechanisms and resource
constraints, such as, maintenance team size and skills. System
dependencies are represented through arcs between places (local
states) and transitions, and marking dependent parameters.
Transitions are only enabled if their input place markings enable a
transition firing. The use of local states allows the representation
of complex dependency interactions between sub-systems.
Transition delays and weights might also be dependent on place
markings.
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The evaluation methods for solving SPN involve Markov chain
generation or discrete event simulation depending on system
complexity and size, computer memory available, metrics to be
computed and time available for providing the results.

The SPN modeling is based on a parameterized basic model
library that allows us to represent a large number of passive and
active redundant mechanisms as well as expolynomial
distributions [21]. The simplest model of the library is called a
simple component. Such a component is shown in Figure 1 and is
characterized by the absence of redundancy. This component has
two parameters (not shown in the figure), namely X MTTF and
X _MTTR, which represent delays associated to transitions
X Failure and X Repair, respectively. Both transitions are
exponentially distributed, have delays that are not marking
dependent, and have single-service concurrency policies. If place
X _Rel Flag is marked (one token), the arc weight from place
X _OFF to transition X Repair is equal to 2, otherwise the arc
weight is 1 — this arc weight is marking dependent. Hence, the
metric expression P{#X_ ON=1}' provides the component’s
availability when #X Rel Flag = 0, and the component’s
reliability when #X_Rel Flag=1.

X_Rel_Flag

©

X_ON

X_Repair X_Failure

s<md=>

X_OFF
Figure 1: Simple component model.

4. SUSTAINABILITY METRICS

Life-cycle assessment (LCA) is a common approach to quantify
environmental sustainability [5][7]. Here we use a LCA-based
approach to estimate the sustainability impact of equipment in
terms of its lifetime exergy (available energy) consumption. It
should be noted that while the proposed approach is applied here
for analysis of the data center power infrastructure (Section 5), the
model is sufficiently general to be applied to any data center
equipment including IT and cooling infrastructures.

4.1 Life-cycle assessment

In such an approach, an aggregated inventory of the different
materials and processes involved across the life-cycle of the
system — from extraction of raw materials and manufacturing
through operation and end-of-life — is compiled. This inventory is
then translated into different environmental impacts through a set
of standardized or predetermined impact factors. For example, by
knowing the total electricity use in kWh across the life-cycle
(inventory) and the average composition of the electricity mix in
terms of kg CO,-equivalent per kWh (impact factor), an estimate
of the global warming potential (environmental impact) in kg
CO,-equivalent can be calculated. Additional details regarding
LCA can be found in the literature [5][7].

Collecting the necessary inventory data for compiling a detailed
process-based LCA can be time-consuming and costly owing to
the vast amount of information required and the difficulty of
obtaining such information across complex and diverse supply
chains. Expeditious LCA approaches — such as streamlined LCA
[8] and economic input-output (EIO) LCA [9] — have been

' P{#X_ON = 1} indicates probability that place X_ON stores one token.



developed as alternatives. In the present work, we utilize a hybrid
EIO-LCA and process-based approach to quantify the net
environmental impact in terms of lifetime exergy consumption
(described below). The approach, which is similar to that utilized
by Shah et al. [10][11], essentially divides the life-cycle into two
phases: (1) embedded phase, which involves all impacts related to
product design decisions (including material extraction,
manufacturing and supply chain impacts, as well as end-of-life);
and, (2) operational phase, which involves all impacts related to
decisions during product use (such as operational and
maintenance cycles). For the embedded phase, an EIO-LCA
model is developed that quantifies the environmental impacts in
terms of average sectoral compositions as a function of cross-
sectoral economic activity. For the operational phase, a detailed
operational model is constructed that takes into account the
individual device efficiencies, uptime, and runtime power
consumption. Additional details are available in the work of Shah
ctal. [10][11].

4.2 Exergy

In the present work, we choose to quantify the environmental
impact in terms of the thermodynamic metric of exergy (also
called usable available energy), which represents the part of a
system that can be converted into useful work and has the same
units as energy (Joules). This metric was chosen because it
presents a unified view of the total material and energy impact, as
well as the potential to recover any useful work from exhaust
streams (such as the heat dissipated from the device). As
discussed by Lettieri et al. [6], for most IT systems and related
infrastructural components, such a life-cycle exergy analysis
(LCEA) provides a reasonable compromise between the amount
of time required in the analysis and the relative accuracy of the
analysis. The underlying foundation behind this thesis lies in the
recognition that IT systems, like many other classes of work-
consuming devices, tend to be ‘exergy intensive’ — namely, their
environmental footprint consists mostly of impacts related to the
measurable consumption of materials and energy. Because the
metric of exergy loss by definition quantifies the magnitude of
irreversibilities related to transitions of materials and energy from
one form to another, for systems where material- or energy-related
impacts tend to dominate, an LCEA often indirectly reflects
broader environmental impacts such as toxicity, ecosystem
degradation etc. A more thorough discussion of the applicability
of exergy loss for such broad-ranging sustainability assessments
can be found in the work of Shah and Meckler [23].

It should be clarified that we do not suggest an exergy-based
approach as being sufficient for quantifying environmental
impacts in all cases. Rather, we suggest that such an approach is
appropriate to obtain a high-level first-order approximation of the
environmental impacts. In a more general sense, we propose that —
for exergy-intensive systems, including many IT and work-
consuming systems — an exergy-based approach be implemented
as the first step of a broader sustainability assessment. Depending
on the results from LCEA, more detailed models can be
constructed for any life-cycle phases or sub-systems as desired.
Shah et al. [24] have shown the viability of such a tiered LCEA
approach for assessing the environmental impacts of IT systems,
including those typically categorized in a traditional LCA (such as
human health, ecosystem quality, and resource consumption).
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5. CASE STUDY: DATA CENTER POWER
INFRASTRUCTURE

As a proof of concept, we demonstrate our approach on real data
center power delivery infrastructure. Note that the techniques
described above are generic enough to be applied to other data
center infrastructure elements as well as more complex
redundancy mechanisms. We consider the power infrastructure
starting at the UPS up to the IT rack, consisting of: UPS, a step-
down transformer, an electrical subpanel, and, a rack power strip.
To enhance availability, one or more of these components may be
duplicated. We consider five architectures with increasing
redundancy, such that each successive architecture has an
additional component duplicated. For each architecture, we
estimate: (1) availability using a SPN model; and, (2) lifetime
exergy as described in Section 4.2.

5.1 Availability Models

Figure 2 shows the baseline architecture (A1), with no redundant
components. The failure and recovery rates for the components
were taken from [17] and [12]. The proposed SPN model that
represents this architecture is shown in Figure 3. The MTBFi (i =
1..4) transitions represent the mean time between failure related to
UPS, step-down transformer (SDT), Subpanel, and rack power
strip respectively, while MTTR: (i = 1..4) transitions represent the
mean time to recover for each component respectively.
Furthermore, the UPS ON, SDT ON, SubPanel ON and
Powerstrip ON places represent the operational states of
components and the corresponding OFF states represent the
failure states. Table 1 shows the transition guard expressions
related to the model of architecture Al.

In the second architecture (A2), the UPS is duplicated in a hot
standby arrangement. Note that this architecture requires use of a
static transfer switch (STS) as shown in Figure 4 so that either
UPS can connect to the transformer. The SPN model of A2 is
similar to that of Al but with an additional component for the
backup UPS. Similarly, we consider architectures A3, A4 and AS
where the transformer, subpanel and the rack power strip are also
duplicated, respectively. Note that in architecture A5, where all
four components are replicated including the power strip, an STS
is not required since modern data centers have dual corded
systems.

The steady state availability results from the SPN models of each
of the five architectures are plotted in Figure 5 and also
summarized in Table 2. If A is the availability, the number of
nines of availability is calculated as follows:

Number of nines = —/log(1 — A)

Table 1: Guard expressions for SPN model of architecture Al

Transition Guard Expressions

Failure ((#UPS_ON=0)OR(#SDT_ON=0)OR(#SubP
anel ON=0)OR(#Powerstrip_ ON=0))

Repair ((#UPS_ON>0)AND#SDT_ON>0)AND(#S
ubPanel ON>0)AND(#Powerstrip_ ON>0))
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Figure 2: Baseline power delivery architecture (A1)
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Figure 3: SPN model for architecture Al
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Figure 4: Architecture A2 with redundant UPS and STS.

Table 2: Summary of results corresponding to availability,
sustainability metric and total cost for the five architectures.

Architecture Availability (%) ::):ef:‘tlme TCO
(number of 9’s) &Y | (uspb)
(GJ)

Al (U-T-P-S) 99.98494 (3.8) 32.9 5,517

A2 (2U-STS-T_P-S) 99.985944 (3.9) | 38.6 9,985

A3 QU2T-STS-P-S) | 99.997126 (4.5) | 39.0 10,535

A4 (QU2T2P-STS-S) | 99.999905 (6.0) | 39.4 10,735

A5 (2U—2T—2P-28) 99.999997 (7.6) | 36.9 10,067

Key: U — UPS; T — Transformer; P — Subpanel; S — Rack
power strip; STS — Static transfer switch

Number of 9's

111

Figure 5: Availability results from the SPN models of
the five architectures.
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Figure 6: Percentage change over baseline (A1) in
availability, lifetime exergy consumption and total cost.

As expected, availability increases with increasing redundancy.
However, note that the availability increase from Al to A2 is
minimal since although the UPS is duplicated, a STS, which is a
single point of failure, is also introduced. The number of nines
doubles from Al to A5, as expected, since A5 is essentially two
instances of Al connected in parallel. The availability of these
architectures was also computed using reliability block diagrams
(RBD) and the results obtained were almost identical.

5.2 Sustainability and TCO Models

The hybrid LCA approach, described in Section 4, was used to
compute the sustainability metric (lifetime exergy consumption)
for all the architectures. It quantifies, in joules, the total available
energy consumed by the power delivery infrastructure across its
lifespan (including during extraction of raw materials, processing
and manufacturing, to operation and end-of-life). It can also be
converted into a kg-CO, equivalent to determine its carbon
footprint. The results are summarized in Table 2. The lifetime
exergy shows a generally increasing trend with increasing
redundancy in the power delivery infrastructure. There is a
marked increase (~18%) from Al to A2 since a UPS and STS are
added. From A2 to A4, it is almost steady with only a 2% increase
as the additional hardware has a small sustainability footprint.
However, from A4 to AS5, it in fact decreases since although an
additional rack power strip is added in A5, the STS used in A4 is
no longer needed.

Also shown in Table 2 are estimates of the approximate total cost
of ownership (TCO) for the five architectures. These are based on
the retail price of the components and cost of operations as a
fraction of total data center costs over a period of five years.
These are computed as a point of comparison to see if a cost
effective design is also more sustainable.

5.3 Comparison of Architectures

Figure 6 shows the percentage change (over Al) in availability,
lifetime exergy and TCO for architectures A2 through A5. A big
jump in cost from Al to A2 reflects the high cost of UPS as
compared to the other components. The changes in lifetime
exergy are primarily due to additional hardware, since the
difference in operational power consumption between
architectures is negligible.

Sustainability and availability. How does sustainability change
with availability? Intuitively, it is believed that as availability is
increased by adding more redundancy, the sustainability decreases
due to use of more hardware. However, from Figure 6, it can be
seen that as availability increases significantly from A2 to A3
(about 15%) and then A3 to A4 (about 33%), the sustainability
impact increase is negligible. Thus, minimizing redundancy may



not always lead to optimal sustainability. The sustainability
impact decreases from A4 to AS; this is because the STS is not
required in AS. Note that redundancy increases from A4 to AS.

Sustainability and cost. How does sustainability change with
cost? From Figure 6, it can be seen that although both total cost
and sustainability increase slightly from A2 to A4, they do not
always change together. While A2 has a slightly lower cost, AS
has lower exergy consumption. Thus, optimizing based on cost
will not necessarily lead to optimal sustainability.

Figure 7 shows the lifetime exergy cost per nine of availability for
the five architectures. Thus with the exception of Architecture A2,
the sustainability impact per unit availability keeps decreasing
from Al to AS.

Lifetime exergy per 9's of availability

GJper9's

A1 A2 A3 A4 A5

Figure 7 Sustainability impact for each architecture per
number of nines of availability

6. CONCLUSIONS AND FUTURE WORK

The importance of environmental sustainability necessitates its
consideration in design of highly available data centers. However,
existing metrics used by data center designers are not a true
indicator of sustainability. Total cost or the amount of redundancy
used in a data center may not always correlate to sustainability.

This paper consists of two main pieces of work: (1) application of
stochastic Petri net models to estimate availability under a wide
variety of conditions; Petri nets allow device and sub-system
dependencies, impact of maintenance teams and resource
constraints to be considered; (2) application of a hybrid-LCA
model to estimate lifetime exergy, a good indicator of first order
sustainability impact of data center equipment [6]. We
demonstrated our approach on five power infrastructure
architectures for which availability and sustainability metric were
computed. The results show that a sustainability metric can
provide useful information to a data center designer in making
architecture choices.

A limited part of a data center and a small number of architectures
were considered here. In order to effectively explore the entire
design space in a data center that satisfies given availability
requirements, an automated mechanism would be necessary.
Quantification of the sustainability impact would allow it to be
included in user-defined optimization criteria. Furthermore, more
detailed LCA models can be considered for broader sustainability
assessment.
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